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ABSTRACT  
This paper presents Humsher – a novel text entry method operated 
by the non-verbal vocal input, specifically the sound of humming. 
The method utilizes an adaptive language model for text 
prediction. Four different user interfaces are presented and 
compared. Three of them use dynamic layout in which n-grams of 
characters are presented to the user to choose from according to 
their probability in given context. The last interface utilizes static 
layout, in which the characters are displayed alphabetically and a 
modified binary search algorithm is used for an efficient selection 
of a character. All interfaces were compared and evaluated in a 
user study involving 17 able-bodied subjects. Case studies with 
four disabled people were also performed in order to validate the 
potential of the method for motor-impaired users. The average 
speed of the fastest interface was 14 characters per minute, while 
the fastest user reached 30 characters per minute. Disabled 
participants were able to type at 14 – 22 characters per minute 
after seven sessions. 

Categories and Subject Descriptors 
H.5.2 Information interfaces and presentation: User Interfaces – 
Input devices and strategies; Keyboard. 

General Terms 
Measurement, Performance, Design, Experimentation, Human 
Factors. 

Keywords 
Non-verbal Vocal Interface, Assistive Technology, Text Input, 
Predictive Keyboard, Adaptive Language Model 

1. INTRODUCTION 
Research in the field of text entry methods has been widely 
documented for some time. In static desktop environments we can 
observe the dominance of QWERTY keyboard which is caused by 
its extreme popularity rather than its optimal performance. 
Learning a new layout is a tedious process that can take more than 
100 hours [1]. However, in special circumstances (e.g., impaired 
users, mobile environment) no dominant text entry method can be 
identified. This has consequently led to the development of many 

non-traditional approaches, where users accept longer learning 
time. 

The maximum realistic text entry speed can be defined as a speed 
of an experienced typist using ten fingers on QWERTY keyboard. 
The speed will be approximately 250-400 characters per minute 
(CPM) for a professional typist [2]. With this speed achieved 
there is a little space for any enhancements like predictive 
completion, dynamic layouts, etc. as this will effectively slow 
down the type rate. 

Physically disabled people usually cannot achieve such high 
speed due to their constraints. Their communication with 
computers is rather limited to only several distinctive stimuli – 
small number of physical buttons, joystick, eye-tracking, features 
of the electroencephalographic (EEG) signal etc. This limitation 
can be compared to a situation when we are typing with one finger 
only on virtual keyboard displayed on a touch screen. There is a 
research available [3], showing that typing with one finger on a 
touch screen with virtual QWERTY keyboard results in a speed 
160 CPM for expert users after 30 minutes training. If we reduce 
the size of the virtual keyboard to 7 cm then the speed will drop to 
105 CPM. The speed reached by physically disabled people will 
be certainly lower. This situation opens a space for research of 
new entry methods which will take into account various 
limitations of motor impaired users and increase the entry speed. 

There is currently a range of assistive tools available to help users 
with motor impairments. However, each user may have 
significantly different capabilities and preferences according to 
the range and degree of their impairment. In case of severe 
physical impairment, people usually have to use other interaction 
methods to emulate the keyboard. One of the methods that has 
been successfully used by people with special needs is the non-
verbal vocal interaction (NVVI) [4]. It can be described as an 
interaction modality, in which sounds other than speech are 
produced, for example humming [27] or vowels [28]. 

Our virtual keyboard, Humsher, described in this paper utilizes 
vocal gestures, i.e. short melodic and/or rhythmic patterns. The 
user can operate the keyboard by humming.  Each key is assigned 
a pattern. It has been designed for those people with upper-limb 
motor impairments such as quadriplegia induced from stroke, 
cerebral palsy, brain injury etc. Additionally, users are required to 
have healthy vocal folds enough to be able to produce humming. 
The main advantages of such interaction are its language 
independence and fast and accurate recognition as opposed to 
speech [4]. Speech recognition software usually works relatively 
well for native speakers; however, the accuracy is much lower for 
accented speakers or for people with speech impairment. 

1.1 Definitions of Terms 
Probably the most common measures of performance of text entry 
methods are words per minute (WPM) or characters per minute 

 

 



(CPM) [29]. Both rates indicate speed of a text entry method. 
Relation between them is defined by Equation 1. ISO 9241-4 
standardizes WPM rate for keyboards at CPM divided by five, i.e. 
one “word” is considered as five characters including spaces. 
CPM is defined by equation 2, where |T| is length of written text 
in characters and S is time in seconds. 
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A gestures per character (GPC) rate [29] is also used in this 
paper for evaluating purposes. Gesture is regarded as an atomic 
operation. In the case of the humming input, vocal gestures are 
treated as atomic operations. Text entry methods with low GPC 
rate are considered as better than those with high rate; however, 
other parameters must be taken into account, such as length or 
complexity of the vocal gesture. The GPC rate is defined by 
Equation 3, where |IS∅| is an input stream which contains all vocal 
gestures produced by the user and |T| is length of written text in 
characters. 

 

(3) 

A sequence of n characters is referred to as n-gram. The n-grams 
with length equal to one, two and three character are being called 
unigrams, bigrams and trigrams respectively. In the paper the term 
n-gram is used for strings of characters of an unspecified length n. 

2. RELATED WORK 
There is a wide range of text entry methods targeting the motor-
impaired users. We can notice that the methods described in this 
section often differ significantly in physical interaction used, 
which is determined by specific motor impairment. Each method 
is often unique for concrete impairment conditions and thus it 
typically makes no sense to compare various methods as they are 
not in concurrent position. Several principles can be identified in 
the literature – predictive completion, ambiguous keyboards and 
scanning. 

A text entry method can be accelerated by prediction, when a list 
of possible completions is updated with each entered character. 
This reduces number of keystrokes per character. The Reactive 
Keyboard [5] predicted possible words according to context that 
had been already written. An adaptive dictionary-based language 
model was used. Predicted candidates could be selected by the 
mouse cursor. Expert users of a QWERTY keyboard would be 
slowed down, however, such prediction is useful for poor typist or 
people with limited movement of upper limbs. Another predictive 
keyboard GazeTalk [6] predicted six most probable letters and six 
words according to current context. If no prediction was correct, 
there was full keyboard available. This virtual keyboard was 
controlled by the eye gaze. The keys were activated by dwell-time 
selection system [7]. The average typing rate achieved by novice 
users was 16 CPM. 

Probably the most prevalent ambiguous keyboard is the 
commercial T9 system by Tegic Communications [8] that is 
widely adopted on mobile phones. The idea behind is simple – the 
alphabet is divided into nine groups of characters and then each 
group is assigned to one key. The user selects desired characters 

by selecting the keys and after a sequence of keys is entered the 
word is disambiguated using a dictionary. For its efficiency, 
similar ambiguous keyboards were designed for physically 
impaired people. Kushler [9] describes an ambiguous keyboard in 
which the alphabet was assigned to seven keys and the eighth key 
was used as a space key that initiated the disambiguation process. 
Tanaka-Ishii [10] published similar system, in which only four 
physical keys were used. Besides disambiguation, the text entry 
method was capable of predicting words. The average speed of 
this method was 70 CPM, achieved after ten sessions by able-
bodied participants. Harbusch [11] presented similar method in 
which the whole alphabet was assigned to only three keys and one 
key was used for executing special command in a menu. 

When the number of stimuli, which can be issued by the user, is 
limited to only one or two, using scanning technique is inevitable. 
For example in the case of two buttons, the first button can be 
pressed repetitively (scanning) to select a key and second button 
is used to confirm the selection. When only one button is 
available, the keys are selected automatically for a certain amount 
of time. After the time expires, next key is selected. The button is 
used to confirm the selection again. Keys can be spatially 
organized in a matrix and the desired key is then selected by row-
column scanning [12]. Combining linear scanning with an 
ambiguous keyboard is a common technique. For example, Kühn 
[13] used four-key scanning ambiguous keyboard and achieved 35 
CPM without out-of-vocabulary words. Miro [14] limited the 
number of keys to only two (keys 'a-m' and 'n-z') and estimated its 
entry rate to 50 CPM for an expert user. Beltar [15] used three 
keys and developed a virtual mobile keyboard. In QANTI [16] 
three keys are mapped to the alphabet. The keyboard is operated 
by one switch that is triggered by intentional muscle contractions. 
The typing rate ranges from 12.5 to 33 CPM.  

An efficient system is Dasher [17], which is based on a 
dynamically modified display and adaptive language model [18]. 
The characters are selected by moving the mouse cursor around 
the screen. Continuous "one finger" gestures are used as the input 
method. This is a very suitable input method for motor impaired 
users, who can operate a pointing device. The writing speed 
achieved is approximately 100 CPM with experienced users 
reaching up to 170 CPM. For users who have no hand function, a 
modification of the Dasher system can be made to allow input via 
eye tracking. A longitudinal study [19] found that an average 
writing speed of 87 CPM after ten 15-minutes sessions could be 
achieved. This speed was a large increase from the initial speed of 
just 12.5 CPM. Speech Dasher [20] is another interesting 
modification of Dasher. It combines speech input with the 
zooming input of Dasher. The system must first recognize a user's 
utterance. Errors are then corrected via the zooming input. Expert 
users reached a writing speed of approximately 200 CPM. 

Sporka et al. [21] describe the NVVI-based method of keyboard 
emulation. Each vocal gesture is assigned a specific key on the 
keyboard, when a gesture is produced a corresponding key is 
emulated. The average reported typing rates varied between 12 
and 16 CPM, which was measured in a study with able-bodied 
participants. Different assignments of NVVI gestures to keys were 
investigated, namely the pitch-to-address, pattern-to-key and 
Morse code mappings. In the pitch-to-address mapping, the 
keyboard was mapped onto a 4×4×4 matrix, while a sequence of 
three tones of specific pitches determined an address in the 
matrix. In the pattern-to-key mapping each key was assigned a 
specific gesture. 



Another keyboard operated by NVVI is CHANTI [25]. It is an 
ambiguous keyboard, where the alphabet is split into only three 
groups. The keyboard combines philosophy of the ambiguous 
keyboard QANTI [16] and humming input. Scanning technique is 
replaced by direct selection of a key by vocal gestures. The 
keyboard was tested with five severely motor-impaired people, the 
speeds ranged from 10 to 15 CPM after 7 sessions. 

Additionally, the P300 speller [22] is a method that utilizes the 
electroencephalographic (EEG) signal in the human brain to 
control a virtual keyboard. The keyboard is a 6x6 matrix 
containing alphanumeric characters. The user focuses on a 
character and as the character flashes, the brain produces a 
stimulus. At least two flashes are needed to input a character. 
According to Wang et al. [22], the writing speed achieved is 
approximately 7.5 CPM. 

3. HUMSHER DESIGN 
Our virtual keyboard, Humsher, has been designed for severely 
motor-impaired people, who can control it by vocal gestures. It 
utilizes the same language model as Dasher [17] (prediction by 
partial match; PPM [18]). The model provides n-grams and their 
probability, which have been predetermined by a given context. 
The model is initialized from a small corpus of English text, but it 
adapts as the user types.  

3.1 Dynamic Layouts 
The interfaces described in this section employ dynamic layout. 
The n-grams, which are extracted from the PPM model, are 
offered sorted according to their probability. The probability is 
predetermined by already written text. Practically it means that 
after typing an n-gram, the context is updated, probabilities of 
following n-grams are recounted and the layout is displayed 
accordingly. 

We designed and implemented three different user interfaces 
(Direct, Matrix and List) with dynamic layout of characters. Each 
interface differs in either vocal gesture set or in mapping of 
gestures to actions. The Direct and Matrix interfaces utilize six 
vocal gestures as depicted in Fig. 1, whilst the List interface 
utilizes only three simple vocal gestures as depicted in Fig. 2. The 
vocal gestures are explicitly identified by its length (short/long) or 
by its pitch (low/high). In order to distinguish low and high tones 
a threshold pitch needs to be adjusted for each user – e.g. the 
difference between male and female voice is as much as one or 
two octaves. Only two different pitches were chosen as with 
increasing number of pitches, more precise intonation is required 
and the interaction becomes more error prone. 

All three interfaces offer n-grams, containing the characters how 
the text might continue, sorted according to the probability. The 
n-grams can be unigrams (individual characters) as well as 
bigrams, trigrams, etc. The length of n-grams is not limited, only 
probability matters. N-grams to display are chosen according to 
the following steps: 

1. Add all unigrams to the list L that will be displayed. 

2. For each n-gram in the list L compute probability of all 
(n+1)-grams and add them to the list L if their probability is 
higher than a threshold. 

3. Repeat step 2 until no n-gram can be added. 

4. Sort the list L according to probability of each n-gram. 
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Figure 1. Vocal gestures used in Direct and Matrix interfaces 
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Figure 2. Vocal gestures used in List and Binary interfaces 

3.1.1 Direct interface 
The Direct interface (see Fig. 3) allows users to directly choose 
from four cells (labeled cell 1 to 4) in the Active column (part A). 
These cells contain n-grams that have been determined as the 
most probable following characters of the written text. Cells can 
be selected by vocal gestures depicted in Fig. 1a-d: 

a. two consequent low tones (cell 1), 

b. a low tone followed by a high tone (cell 2), 

c. a high tone followed by a low tone (cell 3), 

d. two consequent high tones (cell 4). 

If there is no cell in the Active column that contains the desired 
character, the user has to move the leftmost column in the Look 
ahead (part B) to the Active column by producing a single short 
tone (see Fig. 1e) and keep repeating it until the desired n-gram 
appears in one of the cells in Active column. Text, which has been 
already written, can be erased by producing a long tone (see Fig. 
1f). The longer the user keeps producing the tone the faster are the 
characters erased. 

3.1.2 Matrix interface 
The Matrix interface (see Fig. 4) utilizes the same vocal gestures 
as the Direct interface, however, the user interaction is different. 
Users are presented with a 4×4 matrix of the most probable n-
grams. Cells in the left column of the matrix contain the highest 
probable n-grams, whilst the rightmost cells contain the lowest 
probable n-grams. 

Selection of the correct cell is accomplished in two steps by 
specifying a column and a row. First, the user must select a 
column by producing a corresponding vocal gesture (Fig. 1a-d). 
The column is then highlighted and the same vocal gestures can 
be used to select the desired cell by selecting a row. If a character 
does not appear in the matrix, the user has to produce a short tone 
(see Fig. 1e) in order to display less probable n-grams. Written 
text can be erased by producing a long tone (see Fig. 1f), in the 
same manner as in the Direct interface. 
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Figure 3. Direct interface. A– active column, C B – 
look ahead matrix 

 

Figure 4. Matrix interface 
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Figure 5. List interface. A – active column, B – look ahead matrix 

3.1.3 List interface 
The List interface (see Fig. 5) is controlled by just three simple 
and easy-to-learn gestures (see Fig. 2). The Active column (part 
A) presents the user a list of cells containing the eight most 
probable n-grams. The topmost cell is selected. Users can move 
the selection up and down by producing a short high or low tone 
(see Fig. 2b,c). A long tone (see Fig. 2a) is used to confirm the 
desired selection. This interface does not utilize special vocal 
gestures to select the next column or erase written text. Instead, 
these two functions are always made available by introducing two 
special cells Back and Next column at the bottom of the Active 
column list. 

 

3.2 Static Layout 
Static layout was designed in order to simplify the process of 
visual location of desired character. In dynamic layouts users have 
to locate a character visually by linear scanning and they cannot 
rely on the visual memory. The process of locating correct 
character can be tedious for low-probable characters. Moreover, 
users sometimes do not notice a correct character and they have to 
rotate through the whole list of characters and n-grams once 
again. This consequently can lead to users’ frustration. Therefore 
we decided to implement a static interface, called Binary 
interface, that keeps position of characters and the characters are 
sorted alphabetically. Time needed to locate a character is then 
modeled by Hick-Hyman law [24] and it is logarithmically 
dependent on the length of the alphabet. Locating characters 
visually in the static layout is obviously faster than the same task 
in dynamic layouts as logarithmic scanning is used instead of 
linear. 

3.2.1 Binary interface 
In the Binary interface (see Fig. 6) the characters are always 
displayed in an alphabetic order. Such order gives us an 
opportunity to select desired character by binary search algorithm 
adopted from basic programming techniques. The algorithm 
locates position of a character in the alphabet by splitting it into 
two halves and deciding which half is used in the next step. Then 
the half is split again and again until the correct character is 
found. Each character is located in following number of steps: 

 
(4) 

N is size of the alphabet. In our case the algorithm would require 
log236 = 6 selections as our alphabet contains 36 symbols. The 
user would have to produce six vocal gestures to enter a character. 
Therefore the best theoretical GPC rate achieved by the binary 
search is equal to six, which is quite high. But what happens if the 
alphabet is split according to the probability of characters rather 
than into two exact halves? Then a character with high probability 
could be located in fewer steps, however, character with low 
probability might be located in even more than six steps. The 
actual GPC rate measured empirically in a user study presented 
later is much lower than six. 
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Figure 6. Binary interface, typing “r”  after “Text ent”  

The Binary interface is based on modified binary search 
algorithm. In each step the alphabet is split into two groups with 
balanced probability, i.e. the sum of probabilities of characters in 
each group is as close to 0.5 as possible. The boundary between 
groups is then computed according to the Equation 5, where k is 
the index of boundary character, pi is a probability of character i 
and N is a size of the alphabet. 

 

(5) 

The Binary interface utilizes only three vocal gestures (see Fig. 2) 
as well as the List. Short low tone (Fig. 2b) and short high tone 
(Fig. 2c) are used for entering text, while the long tone (Fig 2a) is 
used for corrections. 

An example of user interaction with the Binary interface is 
depicted in Fig. 6. Let us assume that the user has already entered 
the text “Text ent” and wants to continue by entering character 
“r”. In the first step the alphabet is split into two groups “shift -h” 
and “i-space”. The user chooses the second group by producing a 
high short tone. In the second step the rest of the alphabet is split 
into groups “i-q” and “r-space”. Again the second group is chosen 
by the same high short tone. In the last step “r” is the only 
character in the first group because of its high probability. 
Remaining characters are in the second group. The character “r” is 
now entered by low short tone. In this case the character was 
selected only in three steps by three short tones. 

When comparing Binary interface to the other three interfaces, 
several features can be observed: 

• User can easily locate desired character as letters are sorted 
alphabetically and characters do not change their positions 
while entering text. 

• Simple vocal gestures are employed (similar to List 
interface). Only two gestures are used for entering text and 
one for deleting text. 

• The Binary interface offers only single characters unlike the 
interfaces with dynamic layout. It is not possible to enter 
more characters at once. 

4. EVALUATION 
In order to evaluate the interfaces we conducted two user studies. 
The goal of the first one was to compare all four interfaces, 
measure their speed and find out user’s opinions on them. In the 
second study four disabled participants were recruited to validate 
potential of Humsher for motor-impaired users. 

4.1 Comparison of interfaces 
The aim of the user study was to measure the writing speed of 
each interface and subsequently determine which interface was the 
most efficient. In the study 17 able-bodied participants (10 men, 7 
women, mean age=26, SD=2.1) took part. Each participant 
completed four sessions. According to Mahmud et al. [23], four 
sessions are needed to minimize the error rate of the NVVI. The 
schedules of each session are outlined below: 

• Session 1: Participants were trained in producing the 
required vocal gestures. After reaching an accuracy of 90%, 
they were presented with all interfaces and asked to enter 
short phrases with each of them. This session lasted 
approximately 30-60 minutes depending on the user’s 
abilities. 

• Sessions 2 and 3: Participants were asked to enter two 
simple phrases using all interfaces. The sessions were 
conducted remotely and they lasted roughly 20 minutes. 

• Session 4: Participants were asked to enter three phrases 
using all interfaces. The session was conducted remotely and 
it lasted roughly 30 minutes. Objective data from this session 
were collected. 

After the last session each participant performed a subjective 
evaluation of each interface by means of remote interview. The 
participants received approximately 24 hours rest between the 
sessions. In order to minimize the learning effect, the sequence of 
interfaces was counterbalanced. Objective results (CPM, GPC rate 
and number of corrections) are shown in Table 1. 

Table 1. Means and standard deviations (SD) of the typing rate 
(CPM), vocal gesture per character (GPC) rate and total number 

of corrections. 

Interface CPM GPC Corrections 
 Mean SD Mean SD Mean SD 

Direct 14.4 2.8 1.8 0.23 13.0 11.0 
Matrix 11.8 2.1 1.9 0.32 16.1 14.6 

List 13.0 3.2 3.5 0.58 6.4 6.6 
Binary 11.7 1.8 3.4 0.18 14.5 8.5 

The ANOVA test and Scheffé’s method [26] were used to find 
statistically significant differences in mean quantities among 
interfaces. When comparing mean CPM rates, the Direct interface 
was significantly faster (F(3,67) = 4.20, p < .01) than the Matrix 
interface and it was also significantly faster than the Binary 
interface. Other differences in speed were not significant. 



In the case of List and Binary interfaces, the users had to produce 
significantly more (F(3,67)= 107.7, p < .01) vocal gestures per 
character than Direct and Matrix interfaces. This corresponds to 
number of vocal gestures used in the interfaces. Direct and Matrix 
interfaces utilize six complex gestures (see Fig. 1), while the other 
interfaces only three simple gestures (see Fig. 2). As mentioned in 
section 3.2.1, theoretical GPC rate for standard binary search is 6, 
when the alphabet contains 36 symbols. By modifying the binary 
search, we succeeded to reduce the GPC rate to 3.4 empirically 
measured in the user study.  

After the last session, participants were asked to comment on the 
interfaces. The Direct interface was mostly perceived as accurate 
and fast. The Matrix interface was in many cases perceived as 
fastest among all interfaces, although it was slower than Direct 
and List interfaces. Additionally, the List interface, which is not 
the slowest, was reported as the slowest. The List interface was 
also reported as cumbersome – some participants complained that 
it was not transparent enough and the navigation was tedious. 
This is probably due to the high number of cells in columns, 
which makes the visual searching more difficult. The Binary 
interface was found easy and fast by most participants, although it 
was the slowest one. The participants appreciated static layout of 
the interface, however, eight participants complained about the 
fact that only one character can be entered at one time and the 
method does not offer n-grams as the dynamic layout interfaces. 
The participants also made positive comments on simplicity of 
vocal gestures used to control the interface. Although there were 
no significant differences in objective data between List and 
Binary interfaces, participants strongly preferred the Binary one. 

We identified two main searching strategies employed by 
participants when using Direct and List interfaces. Some of them 
visually scanned only the first column (Active column, see Fig. 3 
and 4). When searched character was not found in this column, 
they moved forward and scanned the first column again. Some of 
them also reported that the Look ahead matrix is redundant and 
confusing. The other participants visually scanned all cells in 
Active column and Look ahead matrix. When searched character 
was not found, they moved forward and scanned the last column. 
They reported that this strategy allows them to plan vocal gestures 
in advance, which they found faster.  

Ten participants reported fatigue of vocal folds during the 
experiment, which they mostly compensated for by lowering their 
pitch and dropping their voice. 

Table 2. Performance of expert users 

Interface Expert 1 Expert 2 Expert 3 
 CPM GPC corr CPM GPC corr CPM GPC corr 

Direct 29 1.5 1 24 1.7 8 30 1.5 2 
Matrix 23 1.6 3 20 1.9 15 23 1.5 2 

List 25 2.8 0 17 3.4 4 26 2.9 1 
Binary 23 3.6 1 16 3.6 23 20 3.2 10 

4.1.1 Typing rate of expert users 
Learning a new text entry method is always a long-term process. 
The study presented results of novice users, who were given only 
necessary amount of training. In order to determine possible upper 
limit of performance of all Humsher interfaces, three experienced 
NVVI users were given 4-6 hours of training. The typing rate was 
recorded after their performance did not improve significantly. 
Table 2 summarizes CPM, GPC rates and number of corrections 
for each interface. The speed varied between 16 and 30 CPM. 

Expert 1 and 3 preferred the Direct, while expert 2 preferred 
Matrix interface. 

4.2 Case studies with disabled people 
The goal of the study was to find out whether Humsher can serve 
as an assistive tool for motor-impaired people. Four people were 
recruited in cooperation with local non-profit associations. The 
study was longitudinal, it was organized in seven sessions and 
each session lasted 30-60 minutes. First, the participants were 
asked to use the Binary interface because of its simple vocal 
gestures. Then they were asked to learn more complicated 
gestures and use the Direct interface, because it was the fastest 
one. The rough schedules of each session are outlined below: 

• Session 1: The participants were asked to describe how they 
use ICT and how they enter text. Then they were trained in 
producing vocal gestures starting with the easiest ones (see 
Fig. 2). Binary interface was presented and the participants 
were asked to enter a phrase. 

• Session 2: Participants trained more complicated vocal 
gestures (see Fig.1) until required accuracy was achieved. 
Then the Direct interface was presented to them and they 
were asked to enter a few phrases. 

• Session 3 – 7: Participants were asked to enter phrases using 
the Direct interface. On the last day the participant were 
asked to describe experience using the interfaces. 

While training the vocal gestures, the thresholds for low/high and 
short/long tones were personalized for each user. Two users with 
speech impairments were not able to consciously alter pitch of 
their tone, therefore a new gestures were designed especially for 
them. 

4.2.1 Participant 1 
The participant was 30 year old IT specialist in a small company, 
quadriplegic since birth. Due to privacy protection, he only 
participated in the study remotely. We conducted interviews with 
him via telephone and e-mail. 

He uses a mouth stick to operate his PC (keyboard and mouse). 
Apart from the Sticky Keys tool available in Microsoft Windows 
he uses no other assistive technology. He uses various system 
administration tools, word processors, graphic and sound editors 
and he feels no disadvantage in comparison with other users. 

He found the Direct interface precise and pleasant to use. Overall, 
he said he felt in control when using the tool. “The system 
allowed me to write whatever I wanted. I was not forced into any 
options.” He used the word “intelligent” to describe the suggested 
options provided by the tool when typing text. He achieved a 
mean type rate of 22 CPM. He reported, however, that his current 
text entry rate achieved by the mouth stick is higher. 

4.2.2 Participant 2 
Another disabled participant was 19 years old, quadriplegic since 
an accident about 3 years ago. He is a high-school student who 
uses computer to access study materials, talk with his friends over 
text media (especially e-mails), make telephone calls and watch 
movies.  He spends typically 2 to 4 hours using his laptop 
equipped with NaturalPoint SmartNav4 head motion tracker and 
Click-N-Type keyboard emulation software. However, he is able 
to use the head motion tracking system only for 2-4 hours and 
then he gets too tired. He had a previous experience with another 
NVVI based interface for entering text. 



When working with Binary interface, his mean type rate was 12 
CPM. After switching to Direct interface, the type rate increased 
to 21 CPM. Although he was almost two times faster with the 
Direct interface, he reported that the Binary interface was quicker 
and more responsive (“I like that it is fast. I can see it all in front 
of me and I know exactly what to do next.”). He felt more in 
control than when using the Direct interface (“I am a bit lost when 
using the Direct interface as I sometimes do not notice the right 
option.”). The participant considered our method similar in speed 
to his current assistive technology and he would use it as an 
alternative solution when his head gets too tired. 

4.2.3 Participant 3 
The participant was a 58 year old woman with cerebral palsy. All 
her limbs are affected by the disease. She can sit on a chair, but 
she needs a wheelchair for movement. She has a lot of 
unintentional movements in her arms. Her voice is also affected. 
She speaks slowly and she does not articulate properly. Her health 
state is slowly but steadily declining. 

She used to work as an office staff in a non-profit organization, 
but she is unemployed for one year now. She used to type on a 
typewriter and a computer keyboard. However, now her 
performance decreases and she types very slowly on a keyboard. 
The only assistive technology that she uses is a trackball to 
control the mouse pointer. She also tried speech recognition, but it 
did not work for her at all. 

 

Figure 7. Modified List interface 

She spent first and second sessions trying to learn voice gestures 
for the Binary interface. However, after two sessions she could 
hardly write a phrase. She was not able to effectively alter pitch of 
her tone, which led to many corrections. Therefore the vocal 
gestures were changed to short, medium long and long tone. Then 
she was asked to use it for another two sessions and she reached 8 
CPM. 

As the participant was unable to produce more complicated 
gestures, we modified the List interface (see Fig. 7) for use with 
the new gesture set. Short tone was used to move cursor in the 
Active column down, medium tone to submit selected n-gram and 
long tone for correction. She used this interface for remaining 
three sessions and reached 15 CPM. 

The participant reported that the speed of the modified List 
interface is similar to her current typing rate and she was 
interested in purchasing it as a product. She also made comments 
on speech recognition (“This is much better than speech for me”). 

She reported that after one hour of humming her vocal chords 
were not tired at all.  

4.2.4 Participant 4 
The participant was 51 years old, quadriplegic since an accident 
about 22 years ago. His legs and right arm are paralyzed. He can 
use his left arm to operate wheelchair, however, fine motoric of 
his left hand is reduced. His vocal chords and neck muscles are 
also slightly affected.  

Before the accident he used to work as a machine engineer. Since 
that he is unemployed. He has never worked with computers, but 
he regularly uses cell phone for couple of years, mainly for calling 
and writing short text messages. However, composing message is 
a tedious process for him. 

The participant started with Binary interface and used it for two 
sessions. He experienced similar problems to participant 3. As he 
was not able to produce low and high tone properly, his 
performance was about 1 CPM with a lot of corrections. In the 
third session he switched to the modified List interface (see Fig. 
7) as participant 3 and his performance increased rapidly with 
minimum mistakes. Using this interface and the vocal gestures 
based on length he reached type rate of 14 CPM. 

He stated that typing text with Humsher is faster and better than 
typing on his cell phone. Generally he was pleased with the 
modified List interface. However, his vocal chords got tired after 
40 minutes of humming. 

5. CONCLUSION 
This paper has presented and evaluated four interfaces of 
Humsher – an adaptive virtual keyboard operated by humming. 
Three of them (Direct, Matrix and List) used dynamic layout, in 
which characters were sorted according to its probability. The 
layout was updated after entering a character. The last interface 
(Binary) used a static layout, in which characters were displayed 
alphabetically and did not change their position. A character was 
selected by modified binary search algorithm that took into 
account probability of each character. 

Most novice users preferred the Binary interface, even though it 
was not the fastest one. They appreciated mostly the static layout 
of characters and simple vocal gestures used to control the 
interface. On the other hand expert users preferred interfaces with 
dynamic layouts. Interfaces with dynamic layout were perceived 
worse, however, users appreciated that sometimes several 
characters could be entered together. The Direct interface was the 
fastest one with average speed 14.4 CPM achieved by novice and 
28 CPM by expert users. 

Acceptance of our tool for the target group was verified by the 
inclusion of four motor-impaired participants. Two of them could 
not use speech recognition software as their speech was also 
impaired. Cases of all disabled participants are described 
separately in a longitudinal and qualitative study. Their speed 
achieved after seven sessions varied between 14 and 22 CPM. 

While some techniques, such as Dasher [19], offer their users type 
rates up to 100 CPM, they may not be used by people with severe 
motor impairments without expensive hardware, such as eye 
trackers. Our method requires no additional hardware to a 
standard PC and performs better than the NVVI Keyboard [21] 
and CHANTI [25] methods which have the identical hardware 
requirements and for which a similar performance is reported: 16 



CPM for NVVI Keyboard, 15 CPM for CHANTI, and 22 CPM 
for Humsher. 
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