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ABSTRACT

This paper presents Humsher — a novel text enttiiadeoperated
by the non-verbal vocal input, specifically the sdwf humming.
The method utilizes an adaptive language model tfxt

prediction. Four different user interfaces are @nésd and
compared. Three of them use dynamic layout in whigjtams of
characters are presented to the user to choosedtoording to
their probability in given context. The last inteé utilizes static
layout, in which the characters are displayed dptieally and a
modified binary search algorithm is used for arceffit selection
of a character. All interfaces were compared araluated in a
user study involving 17 able-bodied subjects. Caadies with
four disabled people were also performed in orderalidate the
potential of the method for motor-impaired userbe Taverage
speed of the fastest interface was 14 charactermipeite, while
the fastest user reached 30 characters per mimisabled

participants were able to type at 14 — 22 charagber minute
after seven sessions.

Categories and Subject Descriptors
H.5.2 Information interfaces and presentation: Useerfaces —
Input devices and strategies; Keyboard.

General Terms
Measurement, Performance, Design, Experimentatidnman
Factors.

Keywords
Non-verbal Vocal Interface, Assistive Technologyex Input,
Predictive Keyboard, Adaptive Language Model

1. INTRODUCTION

Research in the field of text entry methods hasnbegely

documented for some time. In static desktop enwiremts we can
observe the dominance of QWERTY keyboard whictaissed by
its extreme popularity rather than its optimal parfance.
Learning a new layout is a tedious process thatalemmore than
100 hours [1]. However, in special circumstanceg.{émpaired
users, mobile environment) no dominant text enteghad can be
identified. This has consequently led to the dewelent of many

non-traditional approaches, where users acceptefofearning
time.

The maximum realistic text entry speed can be ddfims a speed
of an experienced typist using ten fingers on QWER&yboard.

The speed will be approximately 250-400 charagbers minute

(CPM) for a professional typist [2]. With this spleachieved

there is a little space for any enhancements likediptive

completion, dynamic layouts, etc. as this will effeely slow

down the type rate.

Physically disabled people usually cannot achieuehshigh
speed due to their constraints. Their communicatigith

computers is rather limited to only several didiee stimuli —
small number of physical buttons, joystick, eyesking, features
of the electroencephalographic (EEG) signal etds Timitation

can be compared to a situation when we are typittgame finger
only on virtual keyboard displayed on a touch scrééhere is a
research available [3], showing that typing witredimger on a
touch screen with virtual QWERTY keyboard resutisai speed
160 CPM for expert users after 30 minutes trainlhge reduce
the size of the virtual keyboard to 7 cm then tbees! will drop to
105 CPM. The speed reached by physically disabésple will

be certainly lower. This situation opens a spacgerégearch of
new entry methods which will take into account oas
limitations of motor impaired users and increagedhtry speed.

There is currently a range of assistive tools abéd to help users
with  motor impairments. However, each user may have
significantly different capabilities and prefereacaccording to
the range and degree of their impairment. In caeevere
physical impairment, people usually have to usemihteraction
methods to emulate the keyboard. One of the methatshas
been successfully used by people with special nestise non-
verbal vocal interaction (NVVI) [4]. It can be deded as an
interaction modality, in which sounds other thareesph are
produced, for example humming [27] or vowels [28].

Our virtual keyboardHumsher, described in this paper utilizes
vocal gestures, i.e. short melodic and/or rhythpatterns. The
user can operate the keyboard by humming. Eacliskassigned
a pattern. It has been designed for those people wpiper-limb
motor impairments such as quadriplegia induced fistnoke,
cerebral palsy, brain injury etc. Additionally, usare required to
have healthy vocal folds enough to be able to precwmming.
The main advantages of such interaction are itguage
independence and fast and accurate recognitionppssed to
speech [4]. Speech recognition software usuallyke/oelatively
well for native speakers; however, the accurasynush lower for
accented speakers or for people with speech impairm

1.1 Definitions of Terms
Probably the most common measures of performantexbéntry
methods arevords per minute (WPM) or characters per minute



(CPM) [29]. Both rates indicate speed of a textnemhethod.
Relation between them is defined by Equation 1. I&x21-4
standardizes WPM rate for keyboards at CPM dividefive, i.e.
one “word” is considered as five characters inalgdspaces.
CPM is defined by equation 2, where |T| is lendthvidtten text
in characters and S is time in seconds.

1
WPM =< x CPM.
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S
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A gestures per character (GPC) rate [29] is also used in this
paper for evaluating purposes. Gesture is regaadedn atomic
operation. In the case of the humming input, vagstures are
treated as atomic operations. Text entry methodis leiv GPC
rate are considered as better than those with tEitgh however,
other parameters must be taken into account, ssadergth or
complexity of the vocal gesture. The GPC rate ifindd by
Equation 3, where |Bpis an input stream which contains all vocal
gestures produced by the user and [T| is lengthritten text in
characters.

IS4
GPC = —+.
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A sequence ofi characters is referred to aggram. The n-grams
with length equal to one, two and three charaatebaing called
unigrams, bigrams and trigrams respectively. Ingaeger the term
n-gram is used for strings of characters of an ucifipd lengthn.

2. RELATED WORK

There is a wide range of text entry methods tangethe motor-
impaired users. We can notice that the methodsridescin this
section often differ significantly in physical iméetion used,
which is determined by specific motor impairmenack method
is often unique for concrete impairment conditiarsd thus it
typically makes no sense to compare various methedbhey are
not in concurrent position. Several principles banidentified in
the literature —predictive completion, ambiguous keyboards and
scanning.

A text entry method can be accelerated by predictichen a list
of possible completions is updated with each edtetearacter.
This reduces number of keystrokes per charactee. Rbactive
Keyboard [5] predicted possible words accordingdatext that
had been already written. An adaptive dictionarydshlanguage
model was used. Predicted candidates could beteéldy the
mouse cursor. Expert users of a QWERTY keyboardldvbe

slowed down, however, such prediction is usefulpfoor typist or

people with limited movement of upper limbs. Anatipeedictive

keyboard GazeTalk [6] predicted six most probabttets and six
words according to current context. If no predictivas correct,
there was full keyboard available. This virtual Besrd was
controlled by the eye gaze. The keys were activiayedwell-time

selection system [7]. The average typing rate aelieby novice
users was 16 CPM.

Probably the most prevalent ambiguous keyboard he t
commercial T9 system by Tegic Communications [8t tlis
widely adopted on mobile phones. The idea behirsthiple — the
alphabet is divided into nine groups of characterd then each
group is assigned to one key. The user selectsedesharacters

by selecting the keys and after a sequence of isegatered the
word is disambiguated using a dictionary. For ifficiency,

similar ambiguous keyboards were designed for [ghylgi

impaired people. Kushler [9] describes an ambigu@yboard in
which the alphabet was assigned to seven keyshanelighth key
was used as a space key that initiated the disaratiéoy process.
Tanaka-Ishii [10] published similar system, in whionly four

physical keys were used. Besides disambiguatiom teékt entry
method was capable of predicting words. The avespged of
this method was 70 CPM, achieved after ten sesdignable-
bodied participants. Harbusch [11] presented simit@thod in
which the whole alphabet was assigned to only tkeys and one
key was used for executing special command in aumen

When the number of stimuli, which can be issuedh®gyuser, is
limited to only one or two, using scanning techmidgsiinevitable.
For example in the case of two buttons, the fitgtdn can be
pressed repetitively (scanning) to select a key sewbnd button
is used to confirm the selection. When only onetdutis
available, the keys are selected automaticallyafoertain amount
of time. After the time expires, next key is sedettThe button is
used to confirm the selection again. Keys can batiafy
organized in a matrix and the desired key is tledacsed by row-
column scanning [12]. Combining linear scanning hwian
ambiguous keyboard is a common technique. For ebeariihn
[13] used four-key scanning ambiguous keyboardaaieved 35
CPM without out-of-vocabulary words. Miro [14] lited the
number of keys to only two (keys 'a-m' and 'n-a9 astimated its
entry rate to 50 CPM for an expert user. Beltar] [d$ed three
keys and developed a virtual mobile keyboard. INNJA[16]
three keys are mapped to the alphabet. The keylisarperated
by one switch that is triggered by intentional nlesmntractions.
The typing rate ranges from 12.5 to 33 CPM.

An efficient system is Dasher [17], which is based a

dynamically modified display and adaptive languagmdel [18].

The characters are selected by moving the mousmrcaround
the screen. Continuous "one finger" gestures aed as the input
method. This is a very suitable input method fotanampaired

users, who can operate a pointing device. The ngrispeed
achieved is approximately 100 CPM with experienaesrs

reaching up to 170 CPM. For users who have no fiametion, a

modification of the Dasher system can be madeltovahput via

eye tracking. A longitudinal study [19] found that average
writing speed of 87 CPM after ten 15-minutes sessicould be
achieved. This speed was a large increase fronmitied speed of
just 12.5 CPM. Speech Dasher [20] is another isterg

modification of Dasher. It combines speech inputhwihe

zooming input of Dasher. The system must first gaéze a user's
utterance. Errors are then corrected via the zogmniput. Expert
users reached a writing speed of approximately@PBI.

Sporka et al. [21] describe the NVVI-based methbéeyboard
emulation. Each vocal gesture is assigned a spdafy on the
keyboard, when a gesture is produced a corresporkiy is
emulated. The average reported typing rates varetdieen 12
and 16 CPM, which was measured in a study with-bbtied
participants. Different assignments of NVVI gestute keys were
investigated, namely the pitch-to-address, pattedkey and
Morse code mappings. In the pitch-to-address mappthe
keyboard was mapped onto a 4x4x4 matrix, whilecuaece of
three tones of specific pitches determined an addia the
matrix. In the pattern-to-key mapping each key wwasigned a
specific gesture.



Another keyboard operated by NVVI is CHANTI [25}. i6 an
ambiguous keyboard, where the alphabet is split artly three
groups. The keyboard combines philosophy of the igudus
keyboard QANTI [16] and humming input. Scanninghtaque is
replaced by direct selection of a key by vocal ges. The
keyboard was tested with five severely motor-imggipeople, the
speeds ranged from 10 to 15 CPM after 7 sessions.

Additionally, the P300 speller [22] is a methodtthisilizes the
electroencephalographic (EEG) signal in the humaainbto
control a virtual keyboard. The keyboard is a 6x@&tnn
containing alphanumeric characters. The user fecuse a
character and as the character flashes, the braduges a
stimulus. At least two flashes are needed to irpwtharacter.
According to Wang et al. [22], the writing speechiawed is
approximately 7.5 CPM.

3. HUMSHER DESIGN

Our virtual keyboardHumsher, has been designed for severely

motor-impaired people, who can control it by vogaktures. It
utilizes the same language model as Dasher [1Edi{gtion by
partial match; PPM [18]). The model provides n-gsaand their
probability, which have been predetermined by amgicontext.
The model is initialized from a small corpus of ksl text, but it
adapts as the user types.

3.1 Dynamic Layouts

The interfaces described in this section employadyino layout.
The n-grams, which are extracted from the PPM modet
offered sorted according to their probability. Thebability is
predetermined by already written text. Practicatlyneans that
after typing an n-gram, the context is updated bpbdities of
following n-grams are recounted and the layout ispldyed
accordingly.

We designed and implemented three different useerfates
(Direct, Matrix and List) with dynamic layout of atacters. Each
interface differs in either vocal gesture set ornmapping of
gestures to actions. The Direct and Matrix intexfaatilize six
vocal gestures as depicted in Fig. 1, whilst thst linterface
utilizes only three simple vocal gestures as dediat Fig. 2. The
vocal gestures are explicitly identified by itsdgim (short/long) or
by its pitch (low/high). In order to distinguishwoand high tones
a threshold pitch needs to be adjusted for each -usmg. the
difference between male and female voice is as nascbne or
two octaves. Only two different pitches were chosen with

increasing number of pitches, more precise intonai required
and the interaction becomes more error prone.

All three interfaces offer n-grams, containing tferacters how
the text might continue, sorted according to thebpbility. The

n-grams can be unigrams (individual characters)wadl as

bigrams, trigrams, etc. The length of n-grams islimaited, only

probability matters. N-grams to display are choaeoording to
the following steps:

1. Add all unigrams to the list L that will be dispky.

2. For each n-gram in the list L compute probability ail
(n+1)-grams and add them to the list L if their ability is
higher than a threshold.

3. Repeat step 2 until no n-gram can be added.
4. Sort the list L according to probability of eaclyram.
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Figure 1.Vocal gestures used in Direct and Matrix interfaces
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Figure 2. Vocal gestures used in List and Binary interfaces

3.1.1 Directinterface

The Direct interface (see Fig. 3) allows users to directlpage
from four cells (labeled cell 1 to 4) in the Actieelumn (part A).
These cells contain n-grams that have been detedmas the
most probable following characters of the writtertt Cells can
be selected by vocal gestures depicted in Fig.:1a-d

a. two consequent low tones (cell 1),
b. a low tone followed by a high tone (cell 2),
c. a high tone followed by a low tone (cell 3),
d. two consequent high tones (cell 4).

If there is no cell in the Active column that cantathe desired
character, the user has to move the leftmost columthe Look

ahead (part B) to the Active column by producingiregle short

tone (see Fig. 1e) and keep repeating it untildbsired n-gram
appears in one of the cells in Active column. Testtich has been
already written, can be erased by producing a tong (see Fig.
1f). The longer the user keeps producing the thaddster are the
characters erased.

3.1.2 Matrix interface

The Matrix interface (see Fig. 4) utilizes the same vocatuges
as the Direct interface, however, the user inteads different.
Users are presented with a 4x4 matrix of the mosbable n-
grams. Cells in the left column of the matrix camtthe highest
probable n-grams, whilst the rightmost cells canttie lowest
probable n-grams.

Selection of the correct cell is accomplished iro teteps by
specifying a column and a row. First, the user neelect a
column by producing a corresponding vocal gest#ig. (1a-d).

The column is then highlighted and the same voeatuges can
be used to select the desired cell by selectiraya If a character
does not appear in the matrix, the user has toysed short tone
(see Fig. le) in order to display less probableamg. Written

text can be erased by producing a long tone (sgelfj, in the

same manner as in the Direct interface.
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Figure 5. List interface. A — active column, B — look aheadtrix

3.1.3 Listinterface

The List interface (see Fig. 5) is controlled by just thegmple
and easy-to-learn gestures (see Fig. 2). The Actdlemn (part
A) presents the user a list of cells containing dight most
probable n-grams. The topmost cell is selectedrdJsan move
the selection up and down by producing a short biglow tone
(see Fig. 2b,c). A long tone (see Fig. 2a) is usedonfirm the
desired selection. This interface does not utikpecial vocal
gestures to select the next column or erase wridgn Instead,
these two functions are always made available tgducing two
special cells Back and Next column at the bottonthef Active
column list.

3.2 Static Layout

Static layout was designed in order to simplify {hmcess of
visual location of desired character. In dynamjol#s users have
to locate a character visually by linear scanning they cannot
rely on the visual memory. The process of locatoayrect
character can be tedious for low-probable charsctdoreover,
users sometimes do not notice a correct charactetheey have to
rotate through the whole list of characters andraws once
again. This consequently can lead to users’ frtistraTherefore
we decided to implement a static interface, calBohary
interface, that keeps position of characters aedctiaracters are
sorted alphabetically. Time needed to locate aaher is then
modeled by Hick-Hyman law [24] and it is logarithoally
dependent on the length of the alphabet. Locatingracters
visually in the static layout is obviously fastbah the same task
in dynamic layouts as logarithmic scanning is usestead of
linear.

3.2.1 Binary interface

In the Binary interface (see Fig. 6) the characters are always

displayed in an alphabetic order. Such order giuss an
opportunity to select desired character by binagrch algorithm
adopted from basic programming techniques. The ridhgo

locates position of a character in the alphabesgitting it into

two halves and deciding which half is used in th&trstep. Then
the half is split again and again until the correbaracter is
found. Each character is located in following numtifesteps:

steps = [log, N| (4)

N is size of the alphabet. In our case the algorittould require
[log,36]= 6 selections as our alphabet contains 36 symbbis.
user would have to produce six vocal gestures tier encharacter.
Therefore the best theoretical GPC rate achievedhbybinary
search is equal to six, which is quite high. Buatvappens if the
alphabet is split according to the probability bficacters rather
than into two exact halves? Then a character wgh probability
could be located in fewer steps, however, charaeftr low
probability might be located in even more than sigps. The
actual GPC rate measured empirically in a userysprdsented
later is much lower than six.
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Figure 6. Binary interfac, typing “r” after “Text ent”

The Binary interface is based on modified binaryarse
algorithm. In each step the alphabet is split imto groups with
balanced probability, i.e. the sum of probabilittdscharacters in
each group is as close to 0.5 as possible. Thedaoyrbetween
groups is then computed according to the Equationterek is

the index of boundary charactex,is a probability of character
andN is a size of the alphabet.

k=1 \?2 N 2
_ 1 NE ]
min 5= w ) +(3-2om ®
i=1 i=k

The Binary interface utilizes only three vocal gess (see Fig. 2)
as well as the List. Short low tone (Fig. 2b) ahdrs high tone
(Fig. 2c) are used for entering text, while thegdone (Fig 2a) is
used for corrections.

An example of user interaction with the Binary ifaee is
depicted in Fig. 6. Let us assume that the useaheady entered
the text “Text ent” and wants to continue by emtgrcharacter
“r". In the first step the alphabet is split intwd groups “shift -h”
and “i-space”. The user chooses the second groygdgucing a
high short tone. In the second step the rest olpleabet is split
into groups “i-q” and “r-space”. Again the secorrdugp is chosen
by the same high short tone. In the last step &r'the only
character in the first group because of its higlobpbility.
Remaining characters are in the second group. h@eacter “r’ is
now entered by low short tone. In this case theradtar was
selected only in three steps by three short tones.

When comparing Binary interface to the other thirgerfaces,
several features can be observed:

« User can easily locate desired character as letersorted
alphabetically and characters do not change thasitipns
while entering text.

e Simple vocal
interface). Only two gestures are used for enteting and
one for deleting text.

» The Binary interface offers only single charactentike the
interfaces with dynamic layout. It is not possilite enter
more characters at once.

4. EVALUATION

In order to evaluate the interfaces we conducteduser studies.
The goal of the first one was to compare all footeifaces,
measure their speed and find out user’s opinionthem. In the
second study four disabled participants were rezaluio validate
potential of Humsher for motor-impaired users.

gestures are employed (similar to List

4.1 Comparison of interfaces

The aim of the user study was to measure the \griipeed of
each interface and subsequently determine whiehnfade was the
most efficient. In the study 17 able-bodied papéeits (10 men, 7
women, mean age=26, SD=2.1) took part. Each paatiti
completed four sessions. According to Mahmud ef24d], four

sessions are needed to minimize the error ratheoNtvVVI. The

schedules of each session are outlined below:

e Session 1: Participants were trained in producing the
required vocal gestures. After reaching an accucd0%,
they were presented with all interfaces and askeénter
short phrases with each of them. This session daste
approximately 30-60 minutes depending on the user's
abilities.

¢ Sessions 2 and 3Participants were asked to enter two
simple phrases using all interfaces. The sessiorse w
conducted remotely and they lasted roughly 20 refut

¢ Session 4:Participants were asked to enter three phrases
using all interfaces. The session was conductedtayand
it lasted roughly 30 minutes. Objective data frdms session
were collected.

After the last session each participant performedubjective

evaluation of each interface by means of remotenigw. The

participants received approximately 24 hours restivben the

sessions. In order to minimize the learning effta, sequence of
interfaces was counterbalanced. Objective resGR3M, GPC rate
and number of corrections) are shown in Table 1.

Table 1.Means and standard deviations (SD) of the typitg ra
(CPM), vocal gesture per character (GPC) rate atadl humber
of corrections.

Interface CPM GPC Corrections
Mear SD Mear SD Mear SD
Direct 14.4 2.8 1.8 0.23 13.0 11.0
Matrix 11.€ 2.1 1.¢ 0.3z 16.1 14.¢
List 13.C 3.2 3.t 0.5¢ 6.4 6.€
Binary 11.7 1.8 3.4 0.18 14.5 8.5

The ANOVA test and Scheffé’s method [26] were usedind
statistically significant differences in mean qute$ among
interfaces. When comparing mean CPM rates, thecDinterface
was significantly faster (F(3,67) = 4.20, p < .@4&n the Matrix
interface and it was also significantly faster thiéome Binary
interface. Other differences in speed were notifsogmt.



In the case of List and Binary interfaces, the si$ed to produce
significantly more (F(3,67)= 107.7, p < .01) vogastures per
character than Direct and Matrix interfaces. Thosresponds to
number of vocal gestures used in the interfacegcdband Matrix
interfaces utilize six complex gestures (see Figwhile the other
interfaces only three simple gestures (see FigA2)mentioned in
section 3.2.1, theoretical GPC rate for standandryi search is 6,
when the alphabet contains 36 symbols. By modifyhegbinary
search, we succeeded to reduce the GPC rate tenf#ically

measured in the user study.

After the last session, participants were askecbtoment on the
interfaces. The Direct interface was mostly pemgéias accurate
and fast. The Matrix interface was in many casasqgdeed as
fastest among all interfaces, although it was stothan Direct
and List interfaces. Additionally, the List intecky which is not
the slowest, was reported as the slowest. Theihistface was
also reported as cumbersome — some patrticipantplaorad that
it was not transparent enough and the navigatioa tedious.
This is probably due to the high number of cellscmlumns,
which makes the visual searching more difficult.eTBinary
interface was found easy and fast by most partitgpalthough it
was the slowest one. The participants appreciatdit $ayout of
the interface, however, eight participants comg@dirabout the
fact that only one character can be entered attiome and the
method does not offer n-grams as the dynamic laydetfaces.
The participants also made positive comments ompligity of
vocal gestures used to control the interface. Aigiothere were
no significant differences in objective data betwddst and
Binary interfaces, participants strongly prefertieel Binary one.

We identified two main searching strategies employey

participants when using Direct and List interfacésme of them
visually scanned only the first column (Active coin, see Fig. 3
and 4). When searched character was not foundisnctiiumn,

they moved forward and scanned the first columnnagsome of
them also reported that the Look ahead matrix dsimdant and
confusing. The other participants visually scanmdidcells in

Active column and Look ahead matrix. When searattestacter
was not found, they moved forward and scannedastecblumn.
They reported that this strategy allows them tm placal gestures
in advance, which they found faster.

Ten participants reported fatigue of vocal foldsriniy the
experiment, which they mostly compensated for lyeling their
pitch and dropping their voice.

Table 2.Performance of expert users

Interface Expert 1 Expert 2 Expert 3
CPM GPC cort CPM GPC cort CPM GPC cort

Direct 29 15 1 24 17 8 30 15 2

Matrix 23 1€ 3 20 19 15 23 1t 2
List 25 28 0 17 34 4 26 2¢ 1
Binary 23 36 1 16 36 23 20 32 10

4.1.1 Typing rate of expert users

Learning a new text entry method is always a l@rgitprocess.
The study presented results of novice users, whe gi@en only
necessary amount of training. In order to deterrpimgsible upper
limit of performance of all Humsher interfaces,earexperienced
NVVI users were given 4-6 hours of training. Thpihg rate was
recorded after their performance did not improvgniicantly.
Table 2 summarizes CPM, GPC rates and number oéat@ns
for each interface. The speed varied between 163@n@€PM.

Expert 1 and 3 preferred the Direct, while experpreferred
Matrix interface.

4.2 Case studies with disabled people

The goal of the study was to find out whether Huenstan serve
as an assistive tool for motor-impaired people.rfmople were
recruited in cooperation with local non-profit asistions. The
study was longitudinal, it was organized in sevess®ns and
each session lasted 30-60 minutes. First, thecpzatits were
asked to use the Binary interface because of itplsi vocal
gestures. Then they were asked to learn more coated
gestures and use the Direct interface, becauseadtthe fastest
one. The rough schedules of each session are edithialow:

¢ Session 1The participants were asked to describe how they
use ICT and how they enter text. Then they wernadrhin
producing vocal gestures starting with the eagiess (see
Fig. 2). Binary interface was presented and théigipants
were asked to enter a phrase.

e Session 2:Participants trained more complicated vocal
gestures (see Fig.1) until required accuracy wéseaed.
Then the Direct interface was presented to them theg
were asked to enter a few phrases.

e Session 3 — 7Participants were asked to enter phrases using
the Direct interface. On the last day the partictpavere
asked to describe experience using the interfaces.

While training the vocal gestures, the threshotddw/high and
short/long tones were personalized for each usgo. Users with
speech impairments were not able to consciousr alitch of
their tone, therefore a new gestures were desigspdcially for
them.

4.2.1 Participant 1

The participant was 30 year old IT specialist isnaall company,
quadriplegic since birth. Due to privacy protectidme only
participated in the study remotely. We conducteddririews with
him via telephone and e-mail.

He uses a mouth stick to operate his PC (keyboaddnaouse).
Apart from the Sticky Keys tool available in Micafs Windows
he uses no other assistive technology. He usesugmystem
administration tools, word processors, graphic smand editors
and he feels no disadvantage in comparison witratkers.

He found the Direct interface precise and pleaganse. Overall,

he said he felt in control when using the tool. &Tkhystem

allowed me to write whatever | wanted. | was notéad into any

options.” He used the word “intelligent” to deserithe suggested
options provided by the tool when typing text. Hehiaved a

mean type rate of 22 CPM. He reported, howevet,Hhisacurrent

text entry rate achieved by the mouth stick is bigh

4.2.2 Participant 2

Another disabled participant was 19 years old, gp&ic since
an accident about 3 years ago. He is a high-scstodlent who
uses computer to access study materials, talkhistfriends over
text media (especially e-mails), make telephonés @atd watch
movies. He spends typically 2 to 4 hours using lajstop
equipped with NaturalPoint SmartNav4 head moti@acker and
Click-N-Type keyboard emulation software. HoweMeg, is able
to use the head motion tracking system only for 2edirs and
then he gets too tired. He had a previous expegigiith another
NVVI based interface for entering text.



When working with Binary interface, his mean typgerwas 12
CPM. After switching to Direct interface, the typste increased
to 21 CPM. Although he was almost two times fastéh the

Direct interface, he reported that the Binary iftee was quicker
and more responsive (‘| like that it is fast. | cage it all in front
of me and | know exactly what to do next.”). Het fedore in

control than when using the Direct interface (“I arhit lost when
using the Direct interface as | sometimes do naicache right
option.”). The participant considered our methadilsir in speed
to his current assistive technology and he would iisas an
alternative solution when his head gets too tired.

4.2.3 Participant 3

The participant was a 58 year old woman with cexigpalsy. All
her limbs are affected by the disease. She camnsit chair, but
she needs a wheelchair for movement. She has aoflot
unintentional movements in her arms. Her voicelss affected.
She speaks slowly and she does not articulate gyopter health
state is slowly but steadily declining.

She used to work as an office staff in a non-profiganization,
but she is unemployed for one year now. She usdgp® on a
typewriter and a computer keyboard. However,
performance decreases and she types very slowdy keyboard.
The only assistive technology that she uses isaekiall to
control the mouse pointer. She also tried speeabgretion, but it
did not work for her at all.

Active column Look ahead

1 2 3 4
iLower case |

[Latin lefters | ‘ f H M H 0 ‘
LI | | A
ER | | I
T | | T |
Next column

Move cursor Submit Back

-— -— —

Figure 7. Modified List interface

She spent first and second sessions trying to leaice gestures
for the Binary interface. However, after two semsishe could
hardly write a phrase. She was not able to effelgtialter pitch of
her tone, which led to many corrections. Thereftre vocal
gestures were changed to short, medium long argltmme. Then
she was asked to use it for another two sessiahslamreached 8
CPM.

As the participant was unable to produce more cmaigd
gestures, we modified the List interface (see F)gfor use with
the new gesture set. Short tone was used to masercin the
Active column down, medium tone to submit selectegtam and
long tone for correction. She used this interfase remaining
three sessions and reached 15 CPM.

The participant reported that the speed of the fisailList

interface is similar to her current typing rate asde was
interested in purchasing it as a product. She m@de comments
on speech recognition (“This is much better thagesh for me”).

now he

She reported that after one hour of humming healvobords
were not tired at all.

4.2.4 Participant 4

The participant was 51 years old, quadriplegic esian accident
about 22 years ago. His legs and right arm areyza@ He can
use his left arm to operate wheelchair, howevee finotoric of
his left hand is reduced. His vocal chords and rmacdkcles are
also slightly affected.

Before the accident he used to work as a machigmeer. Since
that he is unemployed. He has never worked withpeders, but
he regularly uses cell phone for couple of yeaesiniy for calling
and writing short text messages. However, composiagsage is
a tedious process for him.

The participant started with Binary interface arsgdi it for two
sessions. He experienced similar problems to paati¢ 3. As he
was not able to produce low and high tone propehis

performance was about 1 CPM with a lot of corretioln the
third session he switched to the modified List iifstee (see Fig.
7) as participant 3 and his performance increasgidly with

minimum mistakes. Using this interface and the Vamstures
based on length he reached type rate of 14 CPM.

He stated that typing text with Humsher is fasted &etter than
typing on his cell phone. Generally he was pleagéth the
modified List interface. However, his vocal chogis tired after
40 minutes of humming.

5. CONCLUSION

This paper has presented and evaluated four intsfeof
Humsher — an adaptive virtual keyboard operatedhloyming.

Three of them (Direct, Matrix and List) used dynarayout, in

which characters were sorted according to its gridba The

layout was updated after entering a character. |@seinterface
(Binary) used a static layout, in which characteese displayed
alphabetically and did not change their positionchiaracter was
selected by modified binary search algorithm thadkt into

account probability of each character.

Most novice users preferred the Binary interfacesnethough it
was not the fastest one. They appreciated mostlysti#itic layout
of characters and simple vocal gestures used tdratothe

interface. On the other hand expert users preféntedfaces with
dynamic layouts. Interfaces with dynamic layout eveerceived
worse, however, users appreciated that sometimesrate
characters could be entered together. The Dir¢etfate was the
fastest one with average speed 14.4 CPM achievertige and
28 CPM by expert users.

Acceptance of our tool for the target group wasfiegr by the
inclusion of four motor-impaired participants. Twbthem could
not use speech recognition software as their speeh also
impaired. Cases of all disabled participants arescrieed
separately in a longitudinal and qualitative studeir speed
achieved after seven sessions varied between 122266 M.

While some techniques, such as Dasher [19], dffer tisers type
rates up to 100 CPM, they may not be used by pewsitttesevere
motor impairments without expensive hardware, sasheye
trackers. Our method requires no additional hardwar a
standard PC and performs better than the NVVI Kaythd21]

and CHANTI [25] methods which have the identicatdveare

requirements and for which a similar performancesorted: 16



CPM for NVVI Keyboard, 15 CPM for CHANTI, and 22 GP
for Humsher.
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